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ABSTRACT

Autoregressive (AR) models are one of the most popular
ways to describe different time-varying processes in nature,
economics, etc. However, their parameters are often estimated
in a batch manner which makes them inefficient for handling
large-scale real-time data. In our work, we investigate the
feasibility of online parameter estimation for these types of
models. We translate the AR model to a probabilistic factor
graph which takes advantage of the factorization of the model
by implementing inference as a message passing algorithm.
Due to the intractability of exact parameter inference for
these types of models, sum-product message passing becomes
impractical.

Fig. 1: Blue crosses denote the real state (observations) at each time step. The dashed line
corresponds to the expected mean value of the posterior estimates for future states. The
orange region corresponds to one standard deviation below and above the mean.
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This suggests to use alternative message passing algorithms
based on approximate inference, e.g., variational message
passing (VMP) [1], which tries to find variational distributions
that serve as good proxies for the exact solution. With VMP,
the computations for online state and parameter estimation can
be automated. In Figure 1, we show a simulated second-order
autoregressive process (blue crosses) at discrete time steps.
Our model online updates a distribution over the values of
the future states. We have implemented online VMP-based
inference by deriving local (variational) message passing
update rules for the estimation of the parameters of an AR
model. The proposed approach has both been verified on
synthetic data and validated on real data.
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