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Introduction and Motivation

* Message passing 1s an algorithmic approach to Bayesian inference
problems and can be better understood within a factor graph
framework.

* A Forney-style factor graph (FFG) 1s a graphical depiction of the
independency structure 1n a probabilistic model where variables are
represented with edges and nodes correspond to factors. In an FFG,
variables can branch to more than two factors via “equality nodes”
since an edge maximally connects two nodes.
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* Existing message passing algorithms such as belief propagation (BP)
and variational message passing (VMP) requires conditionally
conjugate model structure so that multiplication of incoming messages
leads to closed-form marginals.

Two common message multiplication types

o Marginal posterior of a random variable
o Iterative updates of VMP
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 Message passing based probabilistic programming libraries, e.g.
ForneyLab [1], employ pre-defined message passing rules to execute
inference by taking advantage of conjugacy.

* Message passing procedures may be interrupted 1f the model contains a
non-conjugate part or a rule 1s not defined for the incoming message
types.

* We use recent advances in stochastic variational inference (SVI) to
extend the class of models for which inference by message passing can
be performed.

o Update step 1n state space models

A Quick Comparison of SVI and Message Passing

SVI: Stochastic optimization of a variational objective by using its noisy
gradients.

Message Passing Stochastic Variational Inference

" Fast = Slow

* Hyperparameter-free " Requires manually specified
hyperparameters

= Exact for Belief Propagation = Converges to local minima

* Limited to conditionally = Extends to broader range of

conjugate models models

* We combine the strengths of both approaches in an inference procedure
called Reparameterization Gradient Message Passing (RGMP) that 1s
faster than pure SVI and more general than BP and VMP.

Reparameterization Gradient Message Passing

* In an FFG, incoming messages to a variable (z) summarizes the rest of
the graph, providing a prior and a likelihood function to the variable.
This enables approximating the marginal by minimizing a local free
energy.
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 The reparameterization trick
2,3,4] addresses this problem

by generating samples (z(5))
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* The variational parameters can be 1teratively updated by employing the
noisy gradients within a stochastic optimization process.

The resulting approximation interfaces with BP and VMP by
providing the posterior marginal of the variable connected to
non-conjugate factor pairs.

Experimental Validation
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Poisson Linear Dynamical
System (PLDS) Model
Specification

Prediction messages are analytically computed with BP. Update
messages are approximated with RGMP.

o)
0 6 L

300 —

0

N

o

o
H

observations
o)
hidden states

o)
o ® ¢
o)

N

100

st i, Y

1 | 1 1 1 | J
75 100 0 20 40 60 80 100
t

References

1. Cox, Marco, Thijs van de Laar, and Bert de Vries. "ForneyLab. jl: Fast and flexible
automated inference through message passing in Julia."

2. Titsias, Michalis, and Miguel Lazaro-Gredilla. "Doubly stochastic variational Bayes for
non-conjugate inference." International conference on machine learning. 2014.

3. Kingma, Diederik P., and Max Welling. "Auto-encoding variational bayes." arXiv preprint
arXiv:1312.6114 (2013).

4. Rezende, Danilo Jimenez, Shakir Mohamed, and Daan Wierstra. "Stochastic
backpropagation and approximate inference in deep generative models." arXiv preprint
arXiv:1401.4082 (2014).

27" European Signal Processing Conference — EUSIPCO 2019



