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Abstract

We introduce probabilistic inference-based
reinforcement learning (PIReL), an approach
to solve decision making problems by treat-
ing them as probabilistic inference tasks. Un-
like classical reinforcement learning, which
requires explicit reward functions, in PIReL
they are implied by probabilistic assumptions
of the model. This would enable a funda-
mental way to design the reward function by
model selection as well as bring the potential
to apply existing probabilistic modeling tech-
niques to reinforcement learning problems.

1. Introduction

Reinforcement learning (RL) is a domain in machine
learning concerning with how an agent makes deci-
sions in an uncertain environment. In the traditional
approach, the agent learns how to do a certain task
by maximizing the expected total rewards. However,
the reward functions are often handcrafted for specific
problems than based on a general guideline.

In contrast to classical RL, probabilistic inference-
based reinforcement learning (PIReL) treats the action
as a hidden variable in a probabilistic model. Hence
choosing actions that lead to the desired goal states
can be treated in a straightforward manner as proba-
bilistic inference.

This idea was in fact first proposed by (Attias, 2003).
Our contribution is to extend the original framework
so that it can take into account uncertainties about the
goals. The extended framework shows its connection
to classical RL. Particularly the reward function and
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discount factor in classical RL can be seen as certain
probabilistic assumptions in the model. This interpre-
tation provides us with a way to design appropriate
reward function, by e.g., model selection.

2. Problem Modeling

The model is based on the Markov Decision Process.
The interaction between the agent and the environ-
ment occurs in a time sequence, so subscription is used
to indicate the time step. Under the Markov assump-
tion, when the environment is in state st (which is
supposed to be fully observed by the agent), receives
an action at from the agent, will change to a new state
st+1. The generative model is specified as:

p(s1:T , a1:T ) = π ∗ p(s1)

T−1∏
t=1

p(st+1|st, at), (1)

where π ,
∏T−1
t=1 p(at) is the action prior (prior pol-

icy), and p(st+1|st, at) is the transition probability.
Unlike the standard MDP, there is no explicit reward
here. Next we will explain how to infer actions.

2.1. Reinforcement Learning by Goal-based
Probabilistic Inference

For the simplest decision making problem (Attias,
2003), at the initial state s1, given a fixed horizon
T > 1, and action prior π, the agent decides which
actions a1:T−1 should be done in order to archive the
specified goal at the horizon, sT = g. In the other
words, we are interested in the posterior:

p(at|s1, sT = g),∀t ∈ {1, . . . , T − 1}, (2)

These probabilities have the form of a smoothing dis-
tribution, and the inference problem can be solved ef-
ficiently by a forward-backward -based algorithm.
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3. Bayesian Policy and Relation to
Classical Reinforcement Learning

In practice, it could be tricky to specify a desired goal
precisely on sT . Thus we introduce an abstract ran-
dom binary variable z that indicates whether sT is a
good (rewarding) or bad state. The goal is instead set
as z = 1 (good state).

In the special case when the given goal on sT is certain,
we have p(z = 1|sT ) , δ(sT −g). And one could verify
that

p(z = 1|s1, T ) = p(sT = g|s1, T )

while the updated policy (posterior) becomes

p(at|s1, z = 1, T ) = p(at|s1, sT = g),∀t.

For an uncertain goal on sT , we have a generic form
πzT , p(z = 1|sT ), which is a probability function
with input sT (since z is always fixed at 1).

The current policy however still assumes that the hori-
zon is known. Similarly, to accommodate the uncer-
tainty about the horizon, we average over it. With-
out loss of generality, assume that horizon T is upper
bounded by 1 < T <∞, thus we have the full Bayesian
policy

p(at|s1, z = 1;πT ) =

T∑
T=2

πT p(at|s1, z = 1, T ),∀t, (3)

where πT , p(T ) is the probability that the hori-
zon is at time T . The marginal likelihood under
πag , {π, πT , πzT } (policy, horizon, and goal distri-
bution, respectively) is defined as:

p(z = 1|s1;πag) =

T∑
T=2

πT p(z = 1|s1, T ;πzT ;π)

=

T∑
T=2

πT

∫
πzT

T−1∏
t=1

p(st+1|st;π) ds2:T

(4)

Let’s consider the value function, the expected (dis-
counted) total reward up to T , when the agent at ini-
tial state s1 follows policy π (Sutton & Barto, 2017):

Vπ(s1) = E

[( T∑
T=1

γT rT

)∣∣∣∣∣s1;π

]

=

T∑
T=1

γTE(rT |s1;π)

=

T∑
T=1

γT

∫
R(sT )

T−1∏
t=1

p(st+1|st;π) ds2:T ,

where γT and rT denote the discount factor and in-
stant reward at time T respectively, while R(sT ) is the
reward function that returns a corresponding reward
for state sT .

It is clear that the horizon distribution πT behaves
like the discount factor, while the goal distribution
πzT acts like the reward function in classical reinforce-
ment learning. In classical RL, both reward function
and discount factor are often given. In contrast in
our probabilistic framework, the optimal policy, hori-
zon and goal distribution π̂ag that maximize the (log)
marginal likelihood in eq. (4) can be estimated by e.g.
EM algorithm (Dempster et al., 1977).

4. Related Work

The basic idea of PIReL originates from (Attias, 2003),
where the agent infers actions in order to reach a cer-
tain goal at a fixed horizon. (Toussaint & Storkey,
2006) define the goal as to obtain the highest valued
reward at the horizon; and propose an EM-based algo-
rithm to derive the MAP estimation of action posterior
with the horizon is marginalized out. By averaging
over the horizons, the inferred policy also maximizes
the expected return.

In the neuroscience and cognitive sciences literature,
similar ideas to PIReL have been suggested, e.g., (Fris-
ton, 2010) and (Botvinick & Toussaint, 2012) discuss
agents that infer actions that lead to a predefined goal.

An alternative approach to improve the reward func-
tion is reward shaping, see e.g. (Ng et al., 1999), which
however offers a limited alteration to the predefined
rewards.

5. Conclusions

We discussed a framework where classical RL is recast
as goal-based probabilistic inference. In this approach,
there are no explicit reward functions as in classical
RL, but instead the agent infers what actions to be
do in order to reach a set of goals with different pri-
orities. The reward function and discount factor can
be interpreted as the goal and horizon distribution in
this probabilistic framework. This potentially brings
fundamental ways to improve or design an appropriate
reward function and discount factor.
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